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ENDS TO MEANS
A Probability-Raising Account of Means 
and the Weight of Reasons to Take Them

Matthew S. Bedke

et us say that your ends are whatever you have ultimate (underived) rea-
son to do or to bring about. This leaves open whether your ends are stance 

dependent and so “given” to you by your contingent desires, your nature 
as a rational being, your self-identity, etc., or whether at least some of your ends 
are not stance dependent and so not “given” to you in any of these ways.

So understood, it is uncontroversial that you have reason to take the means 
to your ends. More specifically, some reason to do or bring about an end is going 
to transmit to reason to take the means. Using this as a point of departure, this 
paper considers what it is to be a means to an end and how much reason transmits 
from an end to its means. The theory on offer is a probability-raising theory that 
says roughly this: an action is a means to an end just in case it raises the proba-
bility of the end relative to the worst one could do—i.e., relative to that action that 
would make the end least probable. And the amount of reason transmitted from 
an end to a given means is a function of the degree to which it raises the proba-
bility of the end relative to the worst one could do.

Some recent literature addresses these issues, though given the importance of 
means-ends relations and the ascendance of reason-based analyses of normativi-
ty the issues remain relatively underexplored.1 My own exploration will proceed 

1	 The account here is meant to improve upon and replace the Transmission Principle in 
Bedke, “The Iffiest Oughts.” For similar probability-raising accounts, see Kolodny, “Instru-
mental Reasons”; and Stegenga, “Probabilizing the End.” For a very different approach, see 
Horty, “Reasons as Defaults.” For the related issue of what it is to promote the satisfac-
tion of one’s desires, see Lin, “Simple Probabilistic Promotion”; Sharadin, “Checking the 
Neighborhood” and “Problems for Pure Probabilism about Promotion (and a Disjunctive 
Alternative)”; Coates, “An Actual-Sequence Theory of Promotion”; Schroeder, Slaves of the 
Passions; and Finlay, Confusion of Tongues. For a skeptical take on the probability-raising 
approach to promotion, see Behrends and DiPaolo, “Finlay and Schroeder on Promoting 
a Desire” and “Probabilistic Promotion Revisited.” The present project is related to those 
discussions of means-ends reasons and reasoning that focus on necessary means (see, e.g., 
Bratman, “Intention, Practical Rationality, and Self-Governance,” 424; Darwall, Impartial 
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by generating plausible proposals within a certain framework and “Chisholming” 
to a correct analysis. Though I do not offer a comprehensive compare and con-
trast with other approaches in the literature, along the way I indicate some of my 
reservations about some of those approaches.

1. Why Pure Probability Raising?

Before I begin, let me briefly address some objections to a pure probability-rais-
ing approach, which aspires to offer necessary and sufficient conditions for be-
ing a means and to provide resources for modeling reason transmission. I hope I 
can do this in a helpful way before nailing down the best version of a probabili-
ty-raising theory and answering some intramural questions within that approach.

One big-picture issue is whether probability raising of any sort is necessary 
for being a means. The crucial question here is whether there are means to an 
end that do not raise the probability of the end. In that vein, consider the follow-
ing. Ann is golfing and one of her ends is to get a hole in one. If she slices the ball, 
intuitively that reduces the probability she will get a hole in one relative to some 
relevant baseline (e.g., hitting a clean shot).2 But on this occasion, Ann gets 
lucky. Though her tee shot slices the ball, she hits it just so and the result is a hole 
in one. Arguably, this is a case in which an action (slicing the ball) is a means to 
an end (getting a hole in one) by virtue of causing it (/bringing it about) and 
despite the fact that it lowered the probability of that outcome relative to a rele-
vant baseline.3 If so, probability raising is not necessary, and being an action that 
causes, brings about or constitutes an end is sufficient for being a means.

Cases like this raise tricky issues. One question is how to demarcate an action 
so that we might ask of it whether it is a cause or a probability raiser or a means 
to an end. For instance, are we to consider whether slicing the ball is a means to 
the hole in one, or slicing the ball just so is a means to the hole in one? It looks like 
the coarse-grained action of slicing (any which way, as it were) has less claim to 
being a cause of the end than the more fine-grained action of slicing it just so, for 
there are lots of ways in which the coarse-grained action can play out and very 

Reason, 16; Schroeder, “Means-End Coherence, Stringency, and Subjective Reasons,” 245) 
or sufficient means (see, e.g., Raz, “Simple Probabilistic Promotion,” 9, and “The Myth of 
Instrumental Rationality,” 5–6), but the scope here is intended to be broader.

2	 Articulating the relevant baseline is one of the intramural issues that needs to be sorted. But 
I think the case raises a nice structural question that we can address without first settling on 
a baseline. 

3	 The example is adapted from discussions of causation as probability raising in Hitchcock, 
“Do All and Only Causes Raise the Probabilities of Effects?” and Suppes, A Probabilistic 
Theory of Causality, 41.
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few of them result in a hole in one, whereas the fine-grained action leaves little 
room for ways of doing it that do not result in a hole in one. So let us first consid-
er a specification of the case that focuses on the fine-grained action.

Is the fine-grained action a probability raiser? Arguably, yes. Indeed, there 
are plausible, objective theories of probability that will assign conditional prob-
ability one to an effect given its cause.4 More generally, there are ways of theo-
rizing about probability raising that can be applied to the golfer’s case, which 
presents an interesting theoretical choice: either plug in a theory of probability 
that makes slicing the ball just so (and other acts that cause/bring about/con-
stitute some end) a probability raiser and thereby defuse the counterexample, 
or choose a theory of probability under which the fine-grained action fails to 
be a probability raiser and thereby give the counterexample some teeth. Faced 
with this choice, the probability-raising approach looks like an attractive, simple, 
theoretical option flexible enough to handle the case, and not necessarily an ap-
proach that succumbs to a clear, devastating counterexample.

On the other hand, it is not clear to me that we should be focusing on the 
fine-grained action to begin with. For our purposes, a means needs to be an ac-
tion over which we exercise some agency and over which we have some control. If 
Ann is like most of us, she does not have the requisite control over how she slices 
a golf ball to be able to slice it just so. The fine-grained specification of the case 
does not feature an item eligible for being a means to an end and once again we 
defuse the counterexample. Note that the problem here is not one of outcome 
luck. The problem is whether Ann has the agentive ability to produce the requi-
site intentions and motor functions—the ones that guide slicing the ball just so, 
resulting in a hole in one—rather than nearby intentions and motor functions.

So let us consider a specification of the case that focuses on the coarse-grained 
action. Though slicing the ball (any which way, as it were) plausibly lowers the 
probability of the end relative to some relevant baseline, we have already noted 
that it has a much weaker claim to causing the end. Insofar as we undermine the 
case for causation, we also undermine the intuitive sense that this action is really 
a means to the end. Once again, we do not have a clear counterexample—we do 
not have a clear case of a means that is not a probability raiser. At the very least, 
these considerations make it difficult to craft a case of an action i) over which 

4	 I will not have much more to say about which theory of probability we should use, for it 
could be that different theories of probability serve different contexts. It could be, for exam-
ple, that some theory of subjective probability is best for a first-person deliberative context, 
or for assigning blame or praise, or grading character, while some objective theory is best for 
giving advice or evaluative assessment without blame. Having said that, I have written this 
paper with some notion of objective probability in mind.
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one has agentic control (ii) that causes, brings about or constitutes an end while 
(iii) resisting a probability-raising analysis.

Suppose we can craft the relevant counterexample that calls into question 
the necessity of probability raising. Where would that leave us? I think it would 
leave us with a disjunctive theory of means and their weights. We would say that 
one set of conditions is sufficient to be a means—causing, bringing about or 
constituting an end—but we would need a different set of conditions for those 
means that do not cause or bring about or constitute an end. We would also 
need some account of how reasons transmit in the two cases, and it too might 
be disjunctive. By contrast, a probability-raising approach promises a unified 
account of what it is to be a means (probability raising) that dovetails with a 
unified account of weight transmission (probability raising). So even if we could 
generate a nice counterexample, we would need to decide between the strength 
of the counterexample and the relative simplicity and elegance of the probabili-
ty-raising approach.5 While adjudication of that issue must await the convincing 
counterexamples to probability raising and development of the best probabil-
ity-raising theory (something I try to do below), I hope I have said enough to 
justify an approach that takes probability raising to be a necessary condition on 
being a means.

The other big picture issue is whether probability raising is sufficient for be-
ing a means to an end. Kolodny offers a case in which a boxer’s end is to land 
a punch and the boxer has a “tell” each and every time he is about to throw a 
punch.6 Intuitively, a tell like this seems to be more of an indicator or a pre-signal 
that a punch is coming and less like a means to landing a punch even if the prob-

5	 Lin (“Simple Probabilistic Promotion”) has a different argument against causation as a suf-
ficient condition. His argument focuses on cases in which one can cause an end by doing an 
action, like pressing a button, but the end will occur even if one does nothing (e.g., some-
one else ensures that the end is brought about even if one does nothing). It seems that 
any amount of reason to do nothing (e.g., pressing the button will produce a mild electric 
shock) will outweigh the reason to press the button, for the end will occur regardless. This, 
Lin argues, shows that one does not have any reason to press the button, otherwise it would 
have some weight capable of outweighing some small reason to do nothing. I am not con-
vinced by the argument. One who thinks causing an end (/bringing it about/constituting 
it) is sufficient to be a means could say that, in these cases, the end transmits just as much 
reason to do nothing as it transmits reason to press the button. After all, the end occurs regard-
less of what one does. If so, we predict that any other reason to do nothing (e.g., the electric 
shock) will combine with the end-given reason to do nothing, and these together will out-
weigh the end-given reason to press the button. That said, like Lin I reject causing an end as 
sufficient for being a means, but based on the parsimony considerations in the main text. 

6	 Kolodny, “Instrumental Reasons.”
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ability of landing a punch given the tell is greater when compared to a relevant 
baseline.

Once more, cases like this raise tricky issues. First, we should reiterate a point 
made above: items eligible to be a means are actions that involve agency and 
control. So we should rule out interpretations of the boxer’s case in which the 
tell lacks agentive control. Having said that, there could be interpretations of 
this case or cases like it in which the tell is subject to agentive control, but where 
it still seems to fall short as a means. So we should further clarify, second, that 
an action is not a probability raiser for an end simply because the conditional 
probability of the end given the action is higher than some relevant baseline. To 
be a probability raiser the action must make the probability of the end higher 
than some relevant baseline—the probability of the end has to be higher at least 
partly in virtue of the action and its relations to the relevant baseline and the end.7 
At least, this is a feature of the present approach. Even if the boxer’s tell is subject 
to agentive control, intuitively it is not helping to make the probability of landing 
a punch higher (the throwing of the punch does that) even if the probability of 
landing the punch is in fact higher given the tell compared to some relevant base-
line. Since it is not a probability raiser, a fortiori this is not a case of a probability 
raiser that fails to be a means.

We now have two responses to cases that appear to be counterexamples to 
probability raising as a sufficient condition on being a means: make sure the case 
concerns actions in the relevant sense and make sure the action helps to make 
the probability of some end higher. Given these constraints, it is more difficult 
to generate a counterexample to sufficiency.

Kolodny has a different solution to the boxer’s case.8 He says that a means 
must be an action such that the probability that the action helps to bring about the 
end, conditional on the action, is positive. And he thinks the boxer’s tell does not 
help to bring about the end of landing a punch. This solution differs from mine 
at least nominally, for Kolodny has a bringing-about relation between an action 

7	 Cf. Lin, “Simple Probabilistic Promotion.” Lin goes on to characterize this in-virtue-of 
relation as causal, but I think that is unduly restrictive. Side note: this clarification about 
probability raisers has interesting applications in decision theory. In Newcomb’s paradox, 
for example, choosing one box arguably does not make the probability that there is $1 mil-
lion in the opaque box higher even if the Pr ($1 million in opaque box | choose one box) 
is higher than the relevant baseline. Arguably, it is the categorical basis for the tendency 
to choose one box (detectable by the predictor some time before the present choice) that 
helps to raise the probability that there is $1 million in the opaque box. So choosing one box 
might not be the best means to getting the most money under a probability-raising theory 
of means.

8	 See Kolodny, “Instrumental Reasons.”
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and an end, whereas I have a making-it-the-case relation between an action and 
a conditional probability. I think the following case might help bring Kolodny’s 
constraint into focus and show why I think it is mistaken.

Suppose a rogue state has launched a nuclear warhead and the end is to neu-
tralize the threat. A missile defense system is in place, and one intercept has al-
ready been fired with .5 probability of neutralizing the threat. Let us assume this 
.5 probability is the relevant baseline. You have three available actions and you 
can only do one. You can do nothing, leaving the probability of neutralizing the 
threat at .5. You can fire another intercept that raises the probability of neutraliz-
ing the threat to .75, for if the first misses, there is .5 probability that the second 
hits. Finally, you can press a button that sends an electromagnetic pulse through 
the atmosphere that raises the probability of neutralizing the threat to .7, for the 
signal has .4 probability of deactivating the nuclear warhead before the first in-
tercept comes close, combined with even odds that the first intercept works if 
the pulse does not.

It seems that you have most derived, means-based reason to fire the sec-
ond intercept rather than push the button that sends a pulse or do nothing, for 
it raises the probability of the end from .5 to .75, whereas pressing the button 
only raises it to .7 and doing nothing leaves it at .5. But notice that, given that 
you fire the second intercept, it only has a probability of .25 of helping to bring 
about the end, for it can only do that if the first intercept misses, in which case 
it has even odds of intercepting. By contrast, the probability that pressing the 
button helps to bring about the end is .4, for it will work (or not) before the 
first intercept arrives. In light of this, it looks like Kolodny’s condition will de-
liver greater derived reason to press the button than to fire the second inter-
cept even though firing the second intercept makes the end more likely than 
pressing the button. I think that is the wrong result.

To be fair, Kolodny wants the “helping to bring about” clause to be read 
broadly, and maybe it can be read broadly enough so that his condition of help-
ing to bring about an end is extensionally equivalent to my condition of making 
the end more probable. If so, I think the probability-raising condition I suggest 
is a clearer way to identify that extension, and the better candidate for what it is 
to be a means.

Let me give one more schematic case to support probability raising as suf-
ficient for being a means. Suppose for the sake of argument that we add some 
extra necessary condition such that to be a means is to be a probability raiser plus 
some x-factor. This would rule out those actions that lack the x-factor even if they 
are really excellent probability raisers. Now consider a case in which Alice has 
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two ends, ex and ey, that are probabilistically independent of one another, and 
two available actions, ax and ay. Further:

ax raises the probability of ex by .5, and the x-factor is present.
ay raises the probability of ex by .5, and the x-factor is present.
ax raises the probability of ey by .99, and the x-factor is absent.
ay raises the probability of ey by .5, and the x-factor is present.

If the x-factor is a necessary condition, overall ay is a means to both ends, while ax 
is a means to only one end. If we use probability raising as a guide to the weight 
of transmitted reasons, Alice would have most reason to do ay, for it raises the 
probability of each end by .5. Meanwhile, ax lacks the x-factor vis-à-vis ey, so it 
is not a means to that end and inherits no transmitted reason weight from that 
end even though it makes that end almost certain to obtain, and far more likely 
to obtain than does ay.

That is the wrong result. If ends are what ultimately matter, it is hard to see 
why ay would derivatively matter more than ax. After all, ax makes the things that 
ultimately matter more likely to occur compared to ay. This is not a conclusive 
criticism of all x-factor conditions, of course, and there is the possibility of other 
objections against probability raising as sufficient for being a means. But I hope 
I have said enough to justify my focus on pure probability-raising accounts. That 
is the task for the rest of the paper.

2. Framework

In what follows, I will work within a certain theoretical apparatus. Let us suppose 
that, for a given agent, S, and context of choice, C, there is a finite set of actions, 
A = {a0, a1, . . . , an}, where these actions are (i) available to S in C, (ii) jointly ex-
haustive, and (iii) mutually incompatible with one another.9 I will not spell out 
what it is to be an available action (though I have said the actions need to involve 
agential activity over which one exercises some control), or whether there is 
a privileged set of exhaustive and incompatible actions to consider for a given 
agent in a given context. Those are debatable issues and plausible theories on 
those fronts can be plugged into the general framework here.

Suppose also that for an agent and a context there is a unique, finite set of 
ends, E = {e0, e1, . . . , en}. And suppose that for any end, ei ∈ E, its ultimate weight 
can be modeled by assigning it a positive number, gei, on some cardinal scale of 
weights (possibly different scales for different ends).

9	 The approach here is consistent with contrastivism about reasons (see Snedegar, “Contras-
tive Reasons and Promotion” and “Reason Claims and Contrastivism about Reasons”).
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Relative to an agent (S), context of choice (C), set of available actions (A) 
and set of ends (E), we want to analyze what it would be for some ai ∈ A to be 
a means to some ei ∈ E and how much weight transmits from a given end to its 
means. The point of specifying the analysis relative to some S, C, A, and E is to 
model as best we can what agents are faced with when they act, and what consid-
erations other parties can draw on for evaluating the actions of others. We want 
to do so in a way that allows sensible comparisons, trading off and aggregation 
of what one has reason to do without shifting the relevant context of choice and 
options to choose from in the process.

I will proceed by considering various prima facie plausible baselines for prob-
ability raising. An appendix will discuss some related matters, including what it 
is to transmit a reason against an action, and how to approach the nettlesome 
problems of aggregation to oughts, incommensurability, and defeat.

3. Refraining as an Independent Action

For an action ai ∈ A at a context of choice C the obvious baseline to consider is 
the case of not-ai. Does ai raise the probability of some end relative to not-ai? 
There are a number of ways to regiment the idea. Let us consider them one by one.

First, one might appeal to refraining from ai-ing as its own independent ac-
tion in the set of available actions. The view I have in mind would deviate from 
some standard ways of characterizing what it is to refrain. On one standard view, 
one can refrain from doing an action while doing some other action. If so, I can 
refrain from staying home at the same time I do a distinct action, like going to 
the park. Of course, such a view would not allow us to construct a set of actions 
A with both go to the park and refrain from staying home in the set, for even if 
these are two available actions they are not incompatible, and incompatibility is 
a constraint on actions in A. On another standard view, what it is to refrain from 
one action just is to do some incompatible action. So by going to the park I re-
frain from staying home. Again, this view does not allow us to construct a set of 
actions with both go to the park and refrain from staying home in the set, for they 
are not incompatible.

Set those characterizations of refraining to one side for a moment. I want to 
consider a nonstandard view in which refraining from a-ing is an available action 
that is not only incompatible with a-ing, but is also incompatible with other ac-
tions incompatible with a-ing. You might doubt that this is the best view of re-
fraining, but let us grant that it is intelligible and let us consider the view that an 
action is a means to an end just in case it raises the probability of the end relative 
to refraining so understood. More generally, for a given ai the relevant baseline 
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would be (i) refraining from ai, if ai is not a refraining, or (ii) the non-refraining 
counterpart to ai if it is a refraining. If we let “r(ai)” be the symmetric refraining 
function on ai, and use this for the relevant baseline, the proposal is this: for 
some ai ∈ A to be a means to some ei ∈ E is for:

1.	 ai ≠ ei,10 and
2.	 Partly in virtue of ai, Pr(ei | ai) > Pr(ei | r(ai))

The means-based weight for ai, wai, which is transmitted from the end-based 
weight for ei, gei, would be proportional to the degree to which ai raises the prob-
ability of ei from the baseline as follows:

3.	  wai = gei × (Pr(ei | ai) − Pr(ei | r(ai)))

On this analysis, if finishing the paper is among my ends, and the available ac-
tions are {stay home, refrain from staying home, go to the park, refrain from go-
ing to the park, go to the movies, refrain from going to the movies}, then staying 
home is a means to finishing this paper just in case that action makes greater the 
Pr(I finish this paper | I stay home) compared to the Pr(I finish this paper | I re-
frain from staying home). The big problem with this view is that each of staying 
home and refraining from staying home might make it highly likely that I finish 
the paper. Suppose, for instance, the following probabilities:

Pr (I finish the paper | I stay home) = .75
Pr (I finish the paper | I refrain from staying home) = .75

Either way, I am very likely to finish the paper. And because staying home does 
not raise the probability of finishing the paper relative to refraining from doing 
so I would have no means-based reason to stay home if we take refraining to 
be the relevant baseline. This is particularly odd when we compare some other 
available actions that make finishing the paper much less likely. For the other 
actions available to me, suppose the following conditional probabilities:11

Pr (I finish the paper | I stay home) = .75
Pr (I finish the paper | I refrain from staying home) = .75
Pr (I finish the paper | I go to the park) = .5
Pr (I finish the paper | I refrain from going to the park) = .4

10	 An end cannot be a means to itself on pain of double counting the weight of reasons that 
support it, once as an ultimate reason and once as a transmitted reason. 

11	 Henceforth, let it be understood that the examples involving higher conditional probabili-
ties compared to a baseline include the requisite relation of making the end more probable 
unless otherwise specified.
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If we take refraining as the baseline, my end of finishing the paper gives me no 
reason to stay home but some reason to go to the park. Staying home would not 
be a means at all whereas going to the park would. These are the wrong results. 
When defining means and the weights of reasons supporting them, we do not 
want the two most successful actions (probability-wise) to be baselines for each 
other, nor do we want any two poorer actions to be baselines for each other.

4. Doing Some Alternative

To get away from confounding pair-wise comparisons, suppose we take the base-
line for any given ai ∈ A to be doing some alternative to ai, in which an alternative 
to ai is an action in the set A incompatible with ai (we saw that this is one view 
of what it is to refrain from ai, and it is also one interpretation of the referent of 

“not- ai”). On this view, for an action to be a means is for that action to raise the 
probability of an end relative to doing something else, and the amount of reason 
transmitted is proportional to how much that probability is raised. More formal-
ly, for some ai ∈ A to be a means to some ei ∈ E is for:

1.	 ai ≠ ei, and
2.	 Partly in virtue of ai, Pr(ei | ai) > (Pr(ei | a0) + Pr(ei | a1) + . . . + 

Pr(ei | an) − Pr(ei | ai)) ÷ n

The means-based weight, wai, relative to ultimate reason weight, gei, is this:

3.	  wai = gei × (Pr(ei | ai) − ((Pr(ei | a0) + Pr(ei | a1) + . . . + Pr(ei | an) − 
Pr(ei | ai)) ÷ n)

This gets away from confounding pair-wise comparisons, so that is good. The 
problem is that this baseline makes a given a’s status as a means, and the weight 
of reason transmitted to it too sensitive to the presence of better means. To see 
why, consider a set of available actions, {stay home, go to the park, go to the 
movies}, and suppose the following probabilities:

Pr (I finish the paper | I go to the park) = .5
Pr (I finish the paper | I go to the movies) = .25
Pr (I finish the paper | I stay home) = .75
Pr (I finish the paper | I go to the movies or stay home) = .5

Under the analysis, going to the park would not be a means to finishing the paper, 
for it does not raise the probability of finishing the paper relative to doing some-
thing else (going to the movies or staying home). That seems strange given that 
one of the actions available to me makes finishing the paper much less probable.
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In addition, when we use doing something else as a baseline, small changes in 
the best available action could turn something that is not a means into a means. 
To see this, contrast the above example with the following:

Pr (I finish the paper | I go to the park) = .5
Pr (I finish the paper | I go to the movies) = .25
Pr (I finish the paper | I stay home) = .74
Pr (I finish the paper | I go to the movies or stay home) = .495

In this scenario, going to the park is a means with some weight. But if the de-
crease in Pr (I finish the paper | I go to the movies or stay home) is due to the 
decrease in Pr (I finish the paper | I stay home), we have a pair of cases in which 
the status of going to the park as a means depends on how effective my best op-
tion is at probabilizing the end.12 Again, that is the wrong result. When we use 
doing something else as the relevant baseline, it accords too much influence to the 
best available actions.

5. Before vs. After

A similar problem afflicts probability-raising accounts in which the relevant 
baseline is the probability of the end prior to acting.13 Consider a case in which 
the probability that I finish the paper is very high simply because it is very likely 
that I will stay home and very likely that I will finish the paper given that I stay 
home. Indeed, suppose that this makes the probability of finishing the paper 
much higher than the probability of finishing the paper given that I go to the 
park. In that case, going to the park is not a means at all, even if it makes the 
probability of finishing the paper much higher than something else I could do, 
like going to the movies. That is the wrong result. Using the probability of the 
end prior to acting as a baseline gives too much influence to my best option and 
how likely I am to perform it.

6. What Would Otherwise Happen

One might seek a baseline in whatever happens in the nearest possible world 
where ai fails to occur (yet another possible referent of “not-ai”). Let us then 
condition on ~ai, where this operation is understood to take us to the nearest 

12	 It is not generally the case that Pr (e | (a1 or a2)) = [Pr (e | a1) + Pr (e | a2)] ÷ 2. But there 
are cases where this occurs.

13	 Lin (“Simple Probabilistic Promotion”) has this probability-raising theory of promotion. 
He acknowledges the problem I point out in the text. 
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possible world(s) where ai does not occur, and ask after the probability of ei in 
that/those world(s).14 On this view, for some ai ∈ A to be a means to some 
ei ∈ E is for:

1.	 ai ≠ ei, and
2.	 Partly in virtue of ai, Pr(ei | ai) > Pr(ei | ~ai)

The means-based weight, wai, relative to ultimate reason weight, gei, is:

3.	  wai = gei × (Pr(ei | ai) − Pr(ei | ~ai))

A special case here deserves special attention—the case in which ~ai takes us 
to a world where one fails to act at all; i.e., C and A are held fixed and S fails to 
do any action in A. I think it would be a mistake to appeal to a nonaction for a 
baseline. Suppose the worst thing I could do vis-à-vis finishing the paper is to go 
to the movies, where Pr (I finish this paper | I go to the movies) = .25, as before, 
and no other available action makes finishing the paper less likely. It just so happens 
that I will go to the movies, but if I were not to go to the movies, I would pass 
out, where Pr (I finish this paper | I pass out) = .15 (I might be able to finish it 
after I come to, but I will be distracted by medical concerns). It follows on the 
present analysis that going to the movies is a means to finishing the paper. For it 
probabilizes the end relative to what happens in the nearest world in which I do 
not go to the movies.

That might seem counterintuitive by itself. How could the worst thing I could 
do be a means to my end? A deeper problem is that allowing for nonaction base-
lines frustrates the first-personal goal of helping to decide what to do and the 
second- and third-personal goals of evaluating what is done against what could 
have been done. I cannot choose an action over a nonaction—I cannot decide to 
go to the movies rather than pass out. And it seems illegitimate to take into ac-
count nonactions when evaluating what is done. It is illegitimate, for instance, to 
positively evaluate going to the movies to some degree because of the possibility 
that I pass out. So I think it is inappropriate to go outside the set of available 
actions to set baselines.

The point might be easier to see with a case in which nonaction makes achiev-
ing an end most likely. So consider a context in which my end is that my mother 
is taken care of. I could do a lot in this regard. I could try to take care of her my-
self, I could make various arrangements, etc. Other things would frustrate this 
end, like going to the casino. But suppose that, for each available action, it turns 

14	 Finlay (“The Reasons that Matter,” 8n19) arguably has this view. In Confusion of Tongues, 
38–46, he seems to have a different view.
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out that in the nearest possible world in which it does not occur I pass out.15 It 
also turns out that in those nearest possible worlds others will certainly ensure 
my mother is taken care of. In this case, every action I could do actually reduces 
the probability of the end relative to the ~ai baseline, so none of them are means. 
That is, for all ai ∈ A, Pr(ei | ai) < Pr(ei | ~ai). On such a view, there is no reason 
to choose an action in virtue of being a means to my end. But surely some of the 
things I can do better achieve my end than others—arranging for my mother’s 
care is better than going to the casino. To extend the point made above, I cannot 
use the results of the analysis to make any decisions, and those wishing to eval-
uate my conduct cannot appeal to the fact that things go best when I pass out.

It is tempting to say that the best thing to do is that which will bring about 
my passing out. But that is a very particular kind of case. The hard case to focus 
on is one where nothing I can do probabilizes passing out, and each thing I can 
do fails to probabilize the end relative to what happens if I do not do that thing 
(where we stipulate that, for each action, if I do not do it I pass out). This kind of 
case helps show why not acting cannot be a relevant baseline.

All this can be avoided by allowing “~ai” to range only over the nearest possi-
ble world(s) in which one performs an action other than ai.16 This is only a partial 
fix. It might help meet the deliberative and evaluative concerns, but it still mis-
identifies means. If in the nearest possible world in which I perform an action 
other than ai I perform the action that makes the end most probable, this should 
not thereby make ai a non-means. It should be highly relevant whether I can do 
things other than ai that make my end even less likely than does ai. As with using 
the performance of some alternative action as a baseline, this one is too sensitive 
to better means and not sensitive enough to worse ones.

Note also that, like the refraining function above, subjunctives do not pick 
out a unique baseline for all actions in A. There is therefore potential to assign 
means-based weights in a way that skews the comparison of reasons for the ac-
tions in A. In the paper-writing case, suppose a set of available actions A = {stay 
home, go to the coffee shop, go to the park, go to the movies}, in which going 
to the coffee shop and staying home make finishing the paper equally likely and 
more likely than anything else I could do. More specifically, suppose:

15	 This seems to entail that I will actually pass out, in which case you might think that the 
actions in A are not available after all. But we should not take what actually happens to limit 
what can happen.

16	 This is similar to the baseline Jackson and Pargetter fix when the question is whether to do 
ai (“Oughts, Options, and Actualism,” 246), although, in effect, they think this context of 
choice identifies the set of available actions with the set {ai, ~ai}. I will revisit this issue 
below.
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Pr (I finish the paper | I stay home) = .75
Pr (I finish the paper | I go to the coffee shop) = .75
Pr (I finish the paper | I go to the park) = .5
Pr (I finish the paper | I go to the movies) = .25

Further, I will go to the coffee shop. If I do not go to the coffee shop, I go to the 
movies. If I do not stay home, I go to the coffee shop. On this fact pattern, staying 
home is not even a means, and no reason transmits to it, while going to the cof-
fee shop is a very good means, supported by weighty means-based reason. That 
is the wrong result.17 The problem is a result of shifting baselines.

7. The Status Quo

Could the baseline be the status quo, such that an action is a means to an end if it 
raises the probability of that end relative to the status quo?18 Though it is not en-
tirely clear what this baseline amounts to, it sounds like the analysis would make 
it impossible to have among A the action of carrying on with the status quo, and 
for that action to be a good means to one’s end. For carrying on with the status 
quo would not raise the probability of an end relative to the status quo. That is 
the wrong result. Sometimes we are already in the process of taking a means to 
one of our ends. Indeed, sometimes we are already taking the best means and we 
should carry on.19

8. Any Positive Conditional Probability

Now consider the zero baseline: to be a means to an end just is to make that end 
probable to any positive degree. More formally, for some ai ∈ A to be a means to 
some ei ∈ E is for:

17	 Cf. Behrends and DiPaolo, “Finlay and Schroeder on Promoting a Desire,” 2–3
18	 Mark Schroeder defends the view that one has reason to do that which promotes the ob-

ject of any of one’s desires, where promotion is understood probabilistically but where the 
weight of reason is not proportional to the degree of promotion (Slaves of the Passions, 113). 
He characterizes the baseline for promotion both in terms of doing nothing and the status 
quo. To be fair, his primary aim in that work is not to settle the details of the promotion 
relation, but to press a defensive strategy for Humean theories of reasons. 

19	 Cf. Evers, “Humean Agent-Neutral Reasons?” 60; and Behrends and DiPaolo, “Finlay and 
Schroeder on Promoting a Desire,” 4–5. In their criticism, Evers and Behrends and DiPaolo 
focus on the “do nothing” baseline, while in this section I focus on the “status quo” baseline. 
It is not at all clear that the two baselines are equivalent, for the status quo might not involve 
doing nothing.
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1.	 ai ≠ ei, and
2.	 Partly in virtue of ai, Pr(ei | ai) > 0

The means-based weight, wai, relative to ultimate reason weight, gei, is:

3.	  wai = gei × Pr(ei | ai)

This analysis is nice and simple.20 By including the “in virtue of ” clause in 2, we 
avoid some very natural concerns. It is natural to wonder, for example, about the 
special case in which Pr(ei) = 1. Does this analysis make all actions (≠ ei) in any 
set A means, supported by as much reason as the end itself? No, thanks to the 

“in virtue of ” clause. If the Pr(ei) = 1 because of some action or actions in A, then 
those actions that are making the probability go to 1 will be probability raisers 
and they will get some weight transmitted to them. But if no action of yours is 
helping to make it the case that Pr(ei) = 1, then they will not count as means and 
will receive no weight from the end. Whatever the probability of ei is, the ques-
tion for this analysis is whether some action of yours would make its probability 
some amount greater than zero. Then and only then is it a probability raiser.

The troublesome case for this proposal is a case in which some action of 
yours makes the probability of some end greater than zero, but the action makes 
the end as unlikely as possible. If ai is the absolute worst thing I could do vis-à-vis 
ei (probabilistically speaking), but doing so still yields a positive probability for 
ei, the analysis counts ai as a means to ei, supported by some weight. Most point-
edly, ai would be a means supported by some weight even if every other action 
available to you makes the end much more likely. Suppose, for example, that the 
prior probability of finishing the paper is .5, and of my three available actions 
(stay home, go to the park, go to the movies), going to the movies drops the 
probability to .1, while going to the park keeps it at .5 and staying home raises it 
to .9. This is a case in which going to the movies is a difference maker, probability 
wise, but in a bad way. Calling it a means seems inapt—if I make finishing the 
paper as unlikely as I can, I am not taking a means to finishing it. To solve this 
concern, some relevant baseline other than zero is called for.21

20	 And I think it is the one used by Kolodny (“Instrumental Reasons”). This is as good a place 
as any to point out that Kolodny needs a clause in his transmission principle to block itera-
tions of the principle that would generate reasons that do not flow from ultimate ends. We 
handle the problem by defining means and analyzing weights directly in terms of those 
things we have ultimate reason to do. 

21	 As one reviewer pointed out, one advantage of the zero baseline is that it makes the status as 
a means independent of the set of available actions, A, that we construct. By contrast, my fa-
vored view below is highly “menu dependent”: whether an action is a means and how much 
reason gets transmitted to it depends on the set of actions, A, in which it is found, though I 
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9. The Worst One Could Do

To sum up the lessons from above, we are in need of a unique baseline for all 
actions in A, one that is itself an action and that takes the availability of worse ac-
tions vis-à-vis an end to be more probative than the availability of better actions, 
but which does not count any action with positive conditional probability for 
an end as a means. So let us consider the view that an action is a means to your 
end insofar as it raises the probability of the end relative to the worst you could 
do. More formally, let us characterize the worst you can do like this: for a given 
ei ∈ E, the worst you can do is that au ∈ A such that Pr (ei | au) ≤ Pr (ei | aj), for 
all aj ∈ A. Then for some ai ∈ A to be a means to some ei ∈ E is for:

1.	 ai ≠ ei, and
2.	 Partly in virtue of ai, Pr(ei | ai) > Pr(ei | au)

The means-based weight, wai, relative to ultimate reason weight, gei, is:

3.	  wai = gei × (Pr(ei | ai ) − Pr(ei | au))

I think this is the best probability-raising account of means and the weight of rea-
sons supporting them. It meets the desiderata spelled out above. It is an action, it 
makes the weight of reasons to take means insensitive to better means and it does 
not necessarily count actions with any positive conditional probability as means.

The present proposal has some similarities with actualism, defended by Jack-
son and Pargetter (“Oughts, Options, and Actualism”). To compare the views, 
let us consider the paper-writing case again, where A is {stay home, go to the 
park, go to the movies}, and suppose that if I go to the park I will get injured, 
spend some time in the hospital and likely finish my paper there, whereas if I 
stay home I stand a good chance of playing video games instead of finishing the 
paper. The probabilities are:

Pr (I finish the paper | I stay home) = .5
Pr (I finish the paper | I go to the park) = .75
Pr (I finish the paper | I go to the movies) = .25

On the preferred probability-raising view, given C and A, I have more derivative 
reason to go to the park than to stay home. This is so even if Pr (I finish the pa-
per | I stay home and work on the paper) = 1.

This is in one respect similar to actualism, where the question concerns what 

leave open whether there are privileged sets. In any event, for these reasons I am conflicted 
about my favored analysis. Positive conditional probability is a close second to the preferred 
analysis. 
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one ought to do, and the actualist answers: do that action where things turn out 
best. Two qualifications characteristic of actualism are (a) the value of an option 
(available action) is fixed by what actually happens should you choose that op-
tion, where one treats whatever happens after doing the action as an exogenous 
variable, even those future actions that will be available to the relevant agent, and 
(b) when the question is whether to do some particular action, the answer turns 
on whether the value of the outcome were one to do that action is greater than 
the value of the outcome were one to fail to do that action (go to the nearest 
possible world(s) to check).

The probability-raising analysis has an analogue to (a). Everything outside 
the set of alternatives at a context, including future actions that are not available 
to S at C, is treated as an exogenous variable. Though the Pr (I finish the paper | 
I stay home and work on the paper) = 1, and though I might have most derived 
reason to stay home and work on the paper when considering an A that includes 
this action string, this does not mean I have most reason to stay home. Some 
object to this, but the problem can be handled in the usual way. Though it is true 
that under the set of alternatives considered above one has more means-based 
reason to go to the park than to stay home, in a different context with a set of 
actions that includes staying home and working on the paper, one might well have 
more means-based reason to do that than to do any alternative that involves go-
ing to the park. Indeed, it is open to theorists to argue for some privileged con-
text of choice, or a privileged set A in a given context, that is most appropriate for 
deliberation or evaluation. And the privileged A might include strings of actions 
like staying at home and working on the paper. Even if there is no privileged A, 
there would still be constructible As that include these strings of actions and 
folks who think one has most reason to stay home might have in mind not just 
staying home, but the string stay home and work on the paper.

As for (b), the probability-raising analysis on offer has no analogue. The only 
sets of alternatives are exhaustive and mutually incompatible ones, and we earli-
er rejected any baseline fixed by subjunctives that deliver pairwise comparisons, 
where the comparison class can shift depending on what action we are assessing. 
The probability-raising analysis thereby avoids some of the counterintuitive con-
sequences of actualism, such as holding that one ought to do a terrible action 
when one would otherwise do something even worse, and despite the fact that 
much better options are also available. The probability-raising analysis always 
keeps in focus some set of available actions that is exhaustive, and so it will not 
lose sight of the best options available for bringing about a given end.22

22	 Of course, the conditional probabilities for actions in the exhaustive set of alternatives will 
be informed by the probable future actions of the agent, which might be heinous. Worries 
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10. Conclusion

Given some conception of ends as things supported by ultimate reasons, I have 
tried to shed light on what it is to be a means to those ends, and how much rea-
son is transmitted from an end to its means. The study yields a probability-rais-
ing theory, where an action is a means to an end relative to the baseline of the 
worst action available (probability wise). I think this is the best pure probabili-
ty-raising theory, and so it is the one to compare with any alternative to the pure 
probability-raising approach.

Appendix: Anti-Ends and Aggregation

The present theory can be extended to deal with negative reason locutions, such 
as “you have some reason not to φ,” and with the problem of aggregation. Let me 
start with the first. It surely is intelligible to speak of reasons not to do things, as 
when one says, “You have a reason not to [/to not] kill innocents.” Alternatively, 
we might speak of a reason against acting, as in, “You have a reason against killing 
innocents.” These locutions raise some interesting issues. For example, when we 
speak of a reason for not-killing we need to know what “not” does qua action 
modifier. And when we speak of a reason against killing we need to know what 
reasons against action are and how they differ from reasons for action.

Let me focus on the first locution, and what “not” might be doing as an action 
modifier. We have already seen candidates for the referent of a “negated-action” 
clause—those considered in the discussion of baselines. For some ai, “not-ai” 
could refer to:

(1)	  r(ai)—we assume here the nonstandard view of refraining in section 3,
(2)	 doing something in A other than ai, or
(3)	 whatever occurs in the nearest possible world where ai does not.

There are problems with each proposal. According to (1), “You have a reason not 
to [/to not] kill innocents” would refer to a reason for refraining from killing 
innocents. You act in accordance with this reason so long as you refrain from 
killing innocents. The problem here is that this refraining is typically one action 

about this will be met as above, where we can restrict our attention to certain contexts of 
choice and sets of actions. Indicative conditionals complicate matters. If I say “If/given that 
I will not work on the paper here at home, I have most reason to go to the coffee shop” the 
antecedent is influencing the conditional probability assessments by restricting the possible 
worlds over which the probabilities are determined. If we calculate Pr(I finish the paper | I 
stay home) over worlds in which I do not write the paper at home, it might well be less than 
Pr(I finish the paper | I stay home) calculated over a wider set of possible worlds. 
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among many available ones. So suppose the relevant A = {kill innocents, refrain 
from doing so, buy some ice cream}. Again, we assume that refraining from kill-
ing innocents is incompatible with buying ice cream. This might seem wrong, 
for by having ice cream you do not kill, and you might think this is enough to 
thereby refrain from killing. That is right under some standard conceptions of 
what it is to refrain, which can be handled under option (2). However, to see all 
the options clearly we are working within a nonstandard conception of refrain-
ing in (1). For us, doing some action that precludes killing does not entail that 
one refrains from killing. Refraining from killing can be incompatible with other 
actions that entail that one does not kill.

Now, you have very weighty reason not to kill innocents, and some reason to 
buy some ice cream. Intuitively, you should buy ice cream, for that is what you 
have most reason to do. But if “weighty reason not to kill innocents” refers to 
weighty reasons for refraining from killing them, you would have most reason to 
refrain from killing innocents, for presumably the reason not to kill innocents is 
far weightier than your reason to buy ice cream. No ice cream for you! That is 
sad and wrong. For by buying ice cream you also avoid killing innocents—you 
can get that result without refraining from killing innocents, considered as an 
independent action incompatible with the other options.

It looks like (2) fixes this problem, in part by dropping the nonstandard view 
of refraining. According to it, “reason not to kill innocents” in our ice cream ex-
ample would refer to reason for (refraining from killing innocents or buying ice 
cream). It is not entirely clear what this amounts to, for one can do either of 
these alternatives to killing innocents, and we want to know how much reason 
we have for each one, not for doing one or the other. One way forward is to let 
the strength of the reason not to kill innocents to be a reason of that strength 
to refrain from killing and a reason of that strength for buying ice cream. This 
would generate the right results for the case. You would have great reason for re-
fraining from killing innocents and great reason for buying ice cream, plus some 
additional reason to buy ice cream, presumably based on its tastiness. On this 
view, you have most reason to buy ice cream, which is a happy result.

However, (2) cannot account for the asymmetry between tragic dilemmas 
and delightful dilemmas. Think of a version of Williams’s Jim and the Indians 
case, where Jim must (a) accept the invitation and kill one person or (b) decline 
the invitation to kill one person, which will lead to the death of twenty by the 
hand of a chief. Intuitively, there are only negative things to say about the op-
tions; that is, there are reasons against each one. That is what makes the choice so 
difficult. But under (2) we are really thinking of reasons for each action—what 
is naturally thought of as a reason not to do one of the options, or against one 
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of the options, is really a reason for doing some alternative. What is naturally 
thought of as a reason not to decline the invitation, for instance, is really a reason 
to accept and kill.

By itself, this is a little odd. But it is particularly odd when we compare the 
case with a delightful dilemma. In a delightful dilemma, we might imagine these 
available actions: (a) out of a group of deserving people, pick one person to be 
given a genie’s wish, or (b) decline to pick, in which case the genie will choose 
someone. If the only reasons in play are reasons to benefit others, intuitively 
there are only positive things to say about the options—that is, there are reasons 
for each one. That is what makes this choice difficult. What makes it delightful, 
and so structurally different from its tragic cousin, is that there are good reasons 
for each available action, rather than against each option. If (2) is correct, how-
ever, there is no such structural difference, for both cases feature reasons for each 
available action. Thus, (2) does not respect the structural difference between 
tragic and delightful dilemmas.

This can be put in terms of a difference in the valence of reasons, where a 
negative valence toward one action is not the same as a positive valence toward 
its alternatives. In other words, we should avoid interpreting these valences like 
vectors and their magnitudes. A vector force of negative magnitude, −m, in one 
direction is equivalent to a vector force of m in the opposite direction. By con-
trast, I am suggesting that a reason against an action of strength −w is not equiv-
alent to a reason of strength w for “opposing” actions.23

Last, (3) fails for similar reasons as (1) and (2). It has the problems of (1) 
insofar as it identifies a single probabilistically open alternative to receive all the 
weight of a reason not to ai. There might be other probabilistically open alter-
natives other than the one of the nearest possible world where ai is absent, and 
reasons to do these should not be outweighed by a weighty reason that favors 
the nearest possible world where ai is absent. It has the problems of (2) insofar as 
it fails to respect a structural difference between delightful and tragic dilemmas. 
Through the lens of (3), all reasons can be interpreted as positive reasons for 
doing things or for states of affairs.

In the end, I think we should interpret the locution “reason for not ai-ing” 
as referring to a reason against ai-ing, where a reason against is a reason with 
negative weight not to be assimilated with a reason of positive weight for ai’s 

23	 Cf. Greenspan (“Asymmetrical Practical Reasons”), who uses a structural difference like 
the one defended here to think about how different reasons relate to requirements. I under-
stand that Snedegar (“Reasons for and Reasons Against”) also has a paper that discusses 
these issues, but I have discovered this paper only recently and have not had time to fully 
consider and benefit from it.
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alternatives. We can get negative weights out of a probability-raising analysis of 
means by positing anti-ends—those things one has ultimate negative reason to 
do (/ultimate reason against). Anti-ends transmit their negative weight to their 
means in the same fashion as ends transmit positive weight to their means. In 
the big picture, E includes both ends and anti-ends, where for some A, each end 
in E transmits some positive weight to its means in A, and each anti-end in E 
transmits some negative weight to its means in A.

With the resources of this paper it would be nice to provide an account of 
aggregation into oughts. Though that must be left for another day, here are 
some considerations to bear in mind. First, there is the vexing case where a set 
of ends E has a plurality of members, and where the conditional probabilities 
of some ends are not probabilistically independent of one another, and par-
ticularly not independent given some means. I am thinking of cases where the 
Pr (e1 and e2 | ai) is not calculable from Pr (e1 | ai) and Pr (e2 | ai). If the action is 
staying home, for example, it matters whether e1 is finishing the paper and e2 is 
grading student papers (likely not compossible), or whether e1 is having dinner 
and e2 is listening to music (likely compossible and perhaps co-probable). Even 
if each end is equally important and even if staying home raises the probability 
of each of these ends individually by .5, staying home might raise the Pr (fin-
ish paper and listen to music) more than the Pr (finish the paper and grade pa-
pers). For this reason, we might not be able to aggregate our derived reasons into 
oughts simply by adding up the weights transmitted from each end individually 
to each of its means individually.

Second, we might want aggregation to make room for incommensurability 
and undercutting defeat. To do so, we might not assume that each ei ∈ E can be 
assigned weight on the same scale. Some ends, you might think, have a more sig-
nificant kind of weight than others, and some anti-ends transmit reasons against 
that should be thought of more like side constraints than weights to be traded off 
with other weights. One then needs to keep track of which kinds of weights get 
transmitted to means, where any ai ∈ A might be supported to different degrees 
by different kinds of weight. Again, this prevents a simple additive approach. But 
there are other options. One could lexically order the scales of weight so that 
one ought to do that ai ∈ A that has maximal weight on the highest-ranked scale 
in which any action registers. Or one could identify scales of negative weight 
that are most grievous, exclude any action with significant weight in the griev-
ous scales and then maximize the positive weight of the remaining actions. Last, 
one could take a weighted average of the weights registered in all scales, giving 
the greatest weights to the highest-ranked scales of positive value and the most 
grievous scales of negative value. On this view, one can first aggregate within 
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each scale once the means-based reasons are identified, and create a more com-
plicated aggregation function for weights on different scales, effectively placing 
them on the same scale after all.

More complicated aggregation functions are surely available to handle the 
most refined normative palettes. Importantly, given the modeling here, any in-
commensurability, defeat, enabling, or the like is to be handled either at the level 
of fixing ends at a context, or in the function from ultimate and transmitted rea-
sons at a context to oughts. All this leaves open the possibility that shifts in C can 
engender shifts not only in the set of ends/anti-ends and the weights of ultimate 
reasons for/against them, but also shifts in how the aggregation function moves 
from reasons to oughts.24
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